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Abstract

High throughput biological experiments produce a large number of variables corresponding to activity

levels of genes, proteins or metabolites in the cell. Statistical analysis of data from such experiments

often start with an initial screening step to select “interesting” features for further analysis or followup

experiments. A popular approach is to select variables through individual hypothesis tests, using the

Neyman-Pearson inference framework, followed by multiple comparisons adjustment. In this paper, we

propose an alternative method for screening high dimensional hypotheses using a perturbed version of

regular p-values for two-sample inference. The proposed perturbation procedure is in line with Fisher’s

screening framework, and results in a dichotomous behavior in p-values for active and inactive hypotheses.

Using the perturbed p-values, we subsequently develop a new procedure for selecting the set of active

hypotheses. This framework alleviates the need for multiple comparisons adjustment and is shown

to result in a consistent estimated of the set of active hypotheses in high dimensional settings, under

arbitrary correlation structures.
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